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In 2017, we published an article explaining how to estimate prevalence ratios using different regression models (Espelt, Mari-Dell'Olmo, Penelo \& Bos-que-Prous, 2017). In health science research, we often work with cross-sectional or longitudinal studies. The variables of interest in these studies may be dichotomous variables (i.e. yes vs no) related to a disease or health condition, and we usually represent them as proportions, such as prevalence or cumulative incidence (e.g. percentage of at-risk drinkers or percentage of new cases of hazardous drinking in a given period, respectively) (Hernandez-Avila, Garrido-Latorre \& Lopez-Moreno, 2000; Moreno-Altamirano, López-Moreno \& Corcho-Berdugo, 2000). In this sense, when we work with dichotomous dependent variables and proportions, the first estimate we show is the prevalence or cumulative incidence of the disease or unhealthy behavior. Once the prevalence or cumulative incidence has been estimated, what will interest us is to ascertain whether this prevalence or cumulative incidence changes depending on the different independent or explanatory variables. For this reason, after a first table describing the sample, a second table is usually presented showing the proportions according to the different independent or explanatory variables (with their respective statistical tests). Up to this
point, we would all agree. However, we are often interested in showing the measures of association between these dichotomous dependent variables and the independent or explanatory variables in both a crude and an adjusted way. It is at this point that some questions arise which we already tried to answer in the article published in 2017 with data from a European study on alcohol (Espelt et al., 2017). Which measure of association is better: the odds ratio (OR) or the prevalence or proportions ratio (PR)? Which should we select? If we simply want to see whether there is an association between variables, the answer would be that both measures perform equally well. However, if we wish to interpret the magnitude of this association, we must be aware that $O R$ and $P R$ are not interpreted in the same way. The problem is that the OR is difficult to understand and is often interpreted as if it were a PR. This misinterpretation is worse in the cases when the prevalence, proportion or cumulative incidence of disease or health behavior is high (Szklo \& Nieto, 2012) because in these cases, the OR is not similar to the PR, and by using an OR instead of a PR we would be overestimating the association. For example, an OR of 2.65 can perfectly well be a PR of 2.08 (Espelt et al., 2017), and here the problems begin. It is not the same to say that there is $265 \%$ more disease in one category rather

[^0]than $208 \%$. If we review the scientific literature, we will find that most cross-sectional or longitudinal studies published with dichotomous dependent variables show associations with OR while few present associations with PR (Espelt et al., 2017). From our point of view, in order to give coherence to the design so that the descriptive tables of proportions are totally comparable with the crude data of associations, thus ensuring that there are no possible errors in the interpretation of the data of these associations, the most reasonable solution would be to use PR as a measure of association whenever possible for designs with proportions (cross-sectional or longitudinal). This is especially important when ORs are shown in tables because non-specialists are highly likely to misinterpret OR as PR and understand OR as higher probability, higher risk or higher prevalence when they should really think of it as a comparison of probabilities: the odds of an outcome happening compared to the odds of the non-occurrence of that outcome, i.e. the relative odds. Nevertheless, epidemiologists or researchers also fall into these errors sometimes, and we find articles with inadequate vocabulary to explain associations (Barlés Arizón, Escario \& Galbe Sánchez-Ventura, 2014; Díaz Geada, Busto Miramontes \& Caamaño Isorna, 2018; Mori-Gamarra et al., 2018).

To this end, our previous article provided the steps to calculate prevalence ratios with two statistical packages, STATA and R. On this occasion, we would also like to facilitate the procedure with the statistical package SPSS, which is widely employed in our environment, using the menus. Table 1 shows how to obtain the PRs from the binomial regression model using SPSS. It is very important that the dependent variable is coded as 0 and 1 , with 1 being the health outcome or disease of interest.

Table 1. Explanation of the steps to estimate PR using log-binomial regression models with SPSS

| Tool Bar (step by step) |
| :--- |
| Menu tools $\rightarrow$ Analyze $\rightarrow$ Generalized Linear Models $\rightarrow$ Generalized |
| Linear Models $\rightarrow$ Type of Model [Custom; Distribution: Binomial; |
| Link function: Log] $\rightarrow$ Response [Dependent variable: auditc; Type |
| of Dependent Variable: Binary; Reference Category: First (lower |
| value)] $\rightarrow$ Predictors [Factors: educ, sex; Covariates: age] $\rightarrow$ Model |
| [Model: educ, sex, age] $\rightarrow$ Estimation [maximum iterations: 100000] |
| $\rightarrow$ Statistics [report exponentiated coefficients] |

In many articles, when we analyze the association between a dependent variable and one or more independent or explanatory variables, we try to control for possible variables that could be confounding factors (Babyak, 2009). One of the statistical techniques used to control for other variables is to fit regression models. In the different studies using regression models, we found crude associations as well as associations adjusted for some of these confounding variables. For example, living in an urban environment is protective against alcohol consumption compared
to living in a rural environment $[\mathrm{PR}=0.86(95 \% \mathrm{CI}=0.78$ $0.95)]$. However, this protective effect disappears [ $\mathrm{PR}=0.91$ $(95 \% \mathrm{CI}=0.80-1.05)]$ when different individual variables and factors such as sports centers, unemployment rate, number of pubs, and other accessibility variables are accounted for (Obradors-Rial, Ariza, Continente \& Muntaner, 2019).

In the cited article, it is easy to note from the prevalence table that the prevalence of high-risk drinking in urban areas ( $51.1 \%$ ) is lower than in rural areas (59.3\%) (Obra-dors-Rial et al., 2019). A simple division of the prevalence of high-risk drinking in the urban environment by the prevalence of high-risk drinking in the rural environment reveals the association given by the regression model (RP $=0.86)$. However, we stated that the adjusted association between high-risk drinking and urban/rural environment is 0.91 . Can we determine the adjusted prevalence of alcohol consumption in the urban and rural environment which gives us this association? With the statistical program STATA, we can estimate the adjusted prevalence for each of the categories of the independent variable of interest (Muller \& MacLehose, 2014). If we return to the article published in 2017 (Espelt et al., 2017), we can observe in Table 2 that the prevalence of risk drinkers in Estonian men was $16.75 \%$ while in women it was $4.24 \%$, which implies a PR of 3.95. Estonia's age- and education level adjusted prevalence ratio was 3.87 . However, by applying the regression model and estimating its marginals (Table 2), we find that the prevalence of high-risk drinkers in men adjusted for age and level of education was $16.48 \%$ and that of women was $4.26 \%$. If we divide the prevalence of high-risk drinking in men versus women, we obtain the same adjusted PR as in the model.

Table 2. Syntax to obtain crude and adjusted PR with STATA and $R$

```
Adjusted Model Syntax
    STATA
    glm auditc i.sex i.educ age, family(binomial 1) link(log) eform
    margins i.sex i.educ
R
    install.packages(pkgs = c("Epi", "foreign"))
    library(Epi)
    library(foreign)
    modek-glm(auditc ~ sex + educ + age, data=data,
    family=binomial(link=log))
    summary(model)
    round(ci.lin(model, Exp=T),2)
    library(prediction)
    pred \(<-\) prediction(model, at \(=\) list(sex=c("Women","Men")), type =
"response")
```

In conclusion, from our point of view, in studies in which the independent variable or variable of interest is a proportion, it is more useful to use the prevalence or proportion
ratios as a measure of association since this implies greater coherence and avoids errors of interpretation.
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